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1 Introduction

Accountability for colleges and universities has greatly increased during the past several

decades, driven by stakeholder interest in understanding exactly what institutions of higher ed-

ucation are accomplishing. At the same time, consumer demand for information about college

quality has fueled a mini-industry of commercial college rankings. Yet there is common agree-

ment among most educational researchers and policymakers that quality measures based on stu-

dent inputs, such as SAT scores, tell us little about institutional quality. And while degree com-

pletion rates provide one way to compare institutional quality, they tell us little about the quality

of the education that students receive.

Given that students attend college to increase their human capital, it is difficult to discuss

quality metrics for higher education without some consideration of student learning. In the end,

receiving a diploma for completing a certain number of credit hours is not what matters; it is in-

stead what students have learned while earning those credit hours. Logically, students who attend

college should greatly increase their knowledge, skills and abilities during their studies. Yet re-

cent research suggests that many students learn very little during their years at college.1

The purpose of this paper is to review existing measures of student learning, and to ex-

plore their strengths and weaknesses as a quality metric for higher education. Unlike the K-12

arena, which employs standardized testing in a variety of subject areas, there is little consensus

on how we should measure learning in higher education.

Considering the current discussion about higher education in the U.S., the idea of quality

is implicitly a comparative one: Students, families, stakeholders and policymakers wish to distin-

guish between high- and low-quality institutions. Thus, any measures of student learning that we

might consider must be comparable across some institutions and, we hope, across a wide variety.

This approach rules out the use of grade-point averages or portfolios as useful national measures

of student learning. Grading approaches differ widely across institutions, as do the requirements

for portfolios. Evaluating portfolios in a consistent manner across institutions also appears to be a

formidable task, given the time and judgment required.
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Instead, I focus on three approaches currently used by many colleges and universities: 1)

student self-reports of measures, such as frequency of contact with faculty and hours spent study-

ing, that are believed to be highly correlated with student learning; 2) student self-reports of their

learning gains during their time in college, in areas such as critical thinking and quantitative skills

(the National Survey of Student Engagement (NSSE) and surveys produced by other providers

are examples of 1 and 2); and 3) exam-based measures of student learning, where students are

tested as to the level of their knowledge or broader skills such as critical thinking (e.g., the Colle-

giate Learning Assessment (CLA)).

I argue that any measure of student learning used for institutional comparisons will be

valid only if three conditions hold. First, the measure must be very strongly correlated with stu-

dent learning; that is, it must be valid at the individual level. This may seem an obvious point,

but as this review will show, some commonly used measures do not appear related to student

learning. Second, students for whom we have measures at an institution must be representative

of all students at the institution. If not, then inter-institutional comparisons become difficult, as

the subset of participants may be very different from the typical student at an institution. Third,

the comparisons must take into account the heterogeneity of student ability among institutions.

Not surprisingly, students at more selective institutions score higher on assessments than those

at less selective institutions. If metrics do not take into account the different “starting places” of

institutions, then more selective and wealthy institutions may be rated as higher quality, not be-

cause they do a better job of teaching students, but simply because of their admissions practices

and the makeup of their student body. It is difficult to justify measuring institutions on a learning-

based metric if these three conditions cannot be met, because some institutions will invariably be

penalized because of methodological issues, rather than learning issues.

This review of the literature should be useful for institutional policymakers and gover-

nance bodies (e.g., university system offices, boards of trustees and accreditors), as well as grant

agencies and foundations seeking postsecondary research areas to fund. For institutional pol-

icymakers, the choice of measure is an important one. Measures such as the NSSE and CLA
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promote the use of benchmarks, based on the performance of other institutions. If the measures

are flawed, then internal comparisons to these benchmarks may result in the misallocation of re-

sources to unneeded programs, while steering resources away from more effective programmatic

efforts. For university system officials and accreditors, it is vital that any metric chosen for eval-

uating institutions be an accurate measure of student learning at all institutions under considera-

tion. If not, some institutions may be unfairly penalized for what seems to be low performance,

while others are unjustly rewarded for seemingly high performance. For research funders, it may

not be immediately obvious where funds should be spent to advance our ability to accurately as-

sess student learning, given the array of learning assessments and numerous studies promoting

their virtues.

2 What do we mean by student learning in college?

Before we can evaluate measures of student learning, we need a definition of what we

mean by learning. As noted by Arum and Roksa, there is widespread agreement that developing

critical thinking is one of the primary purposes of college.2 By critical thinking, most observers

refer to the ability to engage in the “... process of actively and skillfully conceptualizing, apply-

ing, analyzing, synthesizing, and/or evaluating information gathered from, or generated by, ob-

servation, experience, reflection, reasoning, or communication, as a guide to belief and action.”3

While students are expected to develop specific knowledge and understanding of their academic

major discipline, the ability to engage in critical thinking should occur across all fields, thus pro-

viding an appropriate inter-institutional measure of student outcomes. In addition, the concept

of learning typically focuses on growth during college: namely, that students should be better at

critical thinking when graduating from college compared with when they entered.

While there are a wide variety of college student learning assessments, ranging from

knowledge tests of specific fields to measures of students’ verbal and quantitative skills, I focus

on critical thinking in this review for two reasons. First, most observers would agree that criti-
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cal thinking can be considered the meta-measure of student learning; that is, we might wish for

students to accomplish much during college, but critical thinking would be at the top of the list.

Second, the number of student learning assessments is quite large, and beyond the scope of a sin-

gle paper to evaluate. I note, however, that many of the issues raised by this review also apply to

these other assessments.

3 Do common assessments measure learning in college?

This section reviews existing research on common assessments of learning to answer a

simple question: To what extent do these assessments measure (or correlate with) student learn-

ing?

3.1 Self-reports of behavior

Probably the most common measure of student learning is based on scales constructed

from self-reports of behaviors thought to be highly correlated with student learning. These be-

haviors include such activities as frequency of contact with faculty, frequency of discussions with

other students, and hours spent on a variety of activities, including studying and cocurricular ac-

tivities. The National Survey of Student Engagement is the most widely known survey that uses

this approach, often referred to as measuring a construct termed “student engagement.” Other

surveys that attempt to measure student behavior include a survey similar to the NSSE for com-

munity college students (CCSSE), surveys produced by the Higher Education Research Institute

(HERI) at UCLA, as well as many surveys designed and administered by individual institutions.4

These self-reported behaviors have several drawbacks that prevent their use as proxies

for student learning. While critics have noted several shortcomings with these questions, such as

vague wording, the most problematic is the ability of students to accurately report on their behav-

ior.5 Much of what we seek to know about student engagement is in the realm of mundane and

frequent activities. Students are asked, for example, how often during the current academic year
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they asked questions in class or contributed to class discussions, came to class without complet-

ing readings or assignments, and failed to complete homework and course assignments on time.6

For many students, these activities could happen every week, or even on a daily basis.

Memory research demonstrates that individuals have difficulty in reporting on these kinds

of activities; instead, it is infrequent and unusual experiences that we can easily report.7 This

memory problem is compounded by the reporting period most survey questions use. The NSSE

asks students to report on an entire academic year, while the HERI survey of seniors asks about

frequencies of behavior since entering college. Research indicates that individuals report behav-

iors most accurately when questioned near the time of the reported event, not weeks or months

afterward.

Hours spent on activities thought to be beneficial or detrimental to learning, such as prepar-

ing for class, participating in cocurricular activities and socializing, are a second set of commonly

asked survey questions thought to be correlated with learning.8 The same memory issues listed

above occur with these types of questions as well. A large body of research, dating back sev-

eral decades, demonstrates that respondents are unable to accurately report on how they spend

their time, unless asked about the previous 24-hour period.9 Instead, researchers use time-use di-

aries that query respondents about their activities in the previous 24-hour period. Notably, this is

how the federal government collects information about time use in the Bureau of Labor Statistics

American Time Use Survey.

How exactly, then, do students provide answers to questions about frequency of behav-

ior and time spent, if they cannot accurately recall and report this information? While survey

response rates are declining, and it is becoming increasingly difficult to persuade students to

respond to survey requests, many educational researchers and policymakers are not aware of a

surprising fact: Those who agree to fill out surveys are more than happy to provide answers to

questions, even if it is theoretically impossible to do so. For example, research indicates it is not

unusual for respondents to provide answers to questions about fictitious issues.10

Some scholars have theorized that college students use context to generate responses.11
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For example, a recent study provided random samples of students with two versions of the NSSE,

one with a low scale (ranging from “0” to “4 or more times” in a given time period) and one with

a high scale (ranging from “less than 4” to “10 or more times”). The proportion of students re-

porting engagement behavior four or more times differed on average by 25 percentage points be-

tween the two samples, simply because of the small change in the response scale.12 Unable to

answer the question based on their recall, many students used the response scale to generate a re-

sponse, reasoning that middle responses corresponded to the typical student.13 Students may use

the reputation of their university (grind versus party) or aspects of their college major (“If I am a

major in the natural sciences, I must be doing certain things”) to generate a response, independent

of their actual behavior. Research also suggests that social desirability bias plays a role in student

responses. Students tend to over-report on items that make them look good, such as grade-point

average, and under-report on negative information, such as being on financial aid. 14

Given these issues, we would not expect to see strong correlations between self-reported

behavior and student learning. Thus, it is not surprising that studies using exam-based measures

of student learning and critical thinking find remarkably small relationships between learning

and how high a student scored on a variety of scales derived from the NSSE.15 Almost all of the

effect sizes in these studies are less than .10, and the majority are equal to zero. Research also

finds almost no relationship between NSSE scales and postsecondary outcomes such as college

grade-point average and persistence.16 Given that the use of self-reports of behavior as a proxy

for learning requires a high correlation between the two, this body of research suggests that self-

reports are useful neither as a measure of institutional learning nor as a measure of institutional

quality in general.

In sum, self-reports of behaviors and time spent rely on an unrealistic view of how stu-

dents respond to surveys: namely, that students have a computer hard drive in their brain that al-

lows them to accurately recall and report on a wide variety of mundane and frequent activities

that may be of minimal interest to them. Research seeking to link these data to objective mea-

sures of learning and critical thinking, and measures of student success such as GPA and persis-
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tence, have found little to justify their use as proxies of student learning.

3.2 Self-reports of learning gains

A second set of self-reports have also been used as measures of learning during college.

Here, students are asked a question regarding the amount of change they have experienced dur-

ing college in a wide variety of content and skills areas, including critical thinking. Students are

asked this question at various time points during their academic career, usually at the end of their

first year of classes and at the end of their senior year.

The commonly accepted model of survey response posits that students must first com-

prehend the question, recall the relevant information from their memories, use this information

to create an answer, and then map their answer onto the response scale on the survey.17 For self-

reports of learning gains, the cognitive effort required for accurate response is immense. Students

must know their level of knowledge in a specific content area at college entry on some unspeci-

fied scale of knowledge, remember these levels one to six years later, know their level of knowl-

edge in the area when administered the survey, be able to calculate the difference between the

two and, finally, map their estimated differences onto the vague quantifier response scale.18

Given the memory issues discussed above, it is doubtful that most students have the cog-

nitive ability to report on how much their learning has changed over the course of their college

experience, and scholars using these questions have not offered any theoretical explanation as

to how accurate responses might be possible. Not surprisingly, empirical research in this area

supports the theoretical prediction that students are not able to provide accurate responses to self-

reported gains questions.

Using exam-based measures of critical thinking and moral reasoning at the beginning and

end of the school year, actual changes have been matched to self-reported changes in these two

areas. The correlations between the two measures of change have been very low, often zero.19

Given that the two measures are attempting to measure the same construct, we would expect the

correlations to be close to 1. Theoretical models of cognition, and empirical evidence to date,
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demonstrate that self-reported learning gains are mostly noise and cannot be used to assess stu-

dent learning.

3.3 Exam-based measures of learning

Exam-based measures of learning are increasingly popular, as evidenced by the publicity

surrounding the Collegiate Learning Assessment. Such assessments attempt to measure student

learning directly, as opposed to measuring attitudes and behaviors thought to be correlated with

learning. I refer to these as exam-based, as the administration of the assessment is quite different

from surveys. Exam-based measures usually require a proctored administration, in which stu-

dents are timed while taking the assessment. The most popular of these assessments are the Col-

legiate Assessment of Academic Proficiency (CAAP; produced by ACT), the Collegiate Learning

Assessment (CLA; produced by the Council for Aid to Education) and the Proficiency Profile

(PP, referred to as the Measure of Academic Proficiency and Progress (MAPP) before 2009 and

Academic Profile before 2006; produced by ETS). These are also the three direct assessments

recognized by the Voluntary System of Accountability.

The difference between these assessments is how they measure critical thinking. Both the

CAAP and PP give students several different readings, followed by multiple-choice questions

asking students to evaluate claims made in the readings and to evaluate statements about specific

aspects of the readings. Based on sample test questions available to the public, the PP uses pas-

sages of 3–5 sentences in length, while the CAAP uses longer passages of 30–50 sentences. The

PP examples are short reading passages, poems, graphs or tables, while the CAAP uses a variety

of formats, such as presenting two sides of a debate, a dialogue between individuals arguing over

an issue, case studies, statistical arguments, experimental results and editorials.20

The CLA Performance Task provides students with several related readings and asks them

to write an essay evaluating some aspect of the readings. In the DynaTech company airplane ex-

ample, students are given several artifacts: a newspaper article, a federal accident report on air-

planes, company e-mails, charts on airplane performance, a magazine article and information
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about two plane models. Then they are asked to write a memo evaluating the safety of a specific

model of plane, conclude whether the plane should be purchased, and justify the recommenda-

tion. Each artifact is roughly the same length as the CAAP examples.

If we extend the definition of critical thinking listed above to include multiple sources of

information, then the CLA would seem to have a strong claim to content validity. The CLA Per-

formance Task requires students to analyze and evaluate a wide variety of related readings, then

synthesize these readings in the response essay. However, given the nature of the response task,

it is clear that the Performance Task is simultaneously measuring both critical thinking as well

as writing skills: An excellent critical thinker could score low simply because of poor writing.21

While the CLA has attracted wide attention because of its use of multiple information sources,

the dual nature of the instrument is somewhat troubling, because the score is measuring two dif-

ferent constructs.22

The CAAP also has strong content validity, because it requires students to analyze and

evaluate a wide variety of readings, albeit unrelated readings. Given the nature of the response

(multiple-choice), students are not given the ability to synthesize. How important this is depends

on one’s definition of critical thinking: Is evaluating competing claims more important than syn-

thesizing a group of related readings? Unlike the CLA, the CAAP (as well as the PP) appears to

measure only one construct, critical thinking, because of the use of a multiple-choice response.

The PP has the least claim to content validity, simply because the passages students are

asked to evaluate are short and do not appear to be particularly challenging. The short passages,

followed by one or two questions, do not force students to critically evaluate a long, complex ar-

gument the way both the CAAP and CLA do. The CAAP, for example, provides students with a

dialogue between two individuals approximately 50 sentences long, and then asks five questions

about the material. The CLA provides students with an even larger set of material. Grappling

with large, complicated sets of information is generally what many people think about when con-

ceptualizing critical thinking, not answering single questions about a few sentences.

My review of the literature reveals the following evidence for criterion validity: that is,
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the extent to which the three instruments are related to other external measures, such as GPA. For

the CLA, studies indicate that the Performance Task performance is correlated with SAT scores

(.54 to .56) and GPA (correlations range from .50 to .72); correlations using institutional-level

means are higher (.65 to .92 ).23 The MAPP (precursor to the PP) shows a similar pattern, with a

correlation of .54 with SAT at the student level, .85 to .88 at the institutional level, and a positive

relationship with GPA.24 MAPP scores also vary by major field, with humanities, science, and

engineering majors scoring higher than majors in business and education.25 Arum and Roksa find

a similar pattern for the CLA.26 Research by ACT shows that the CAAP is correlated with GPA

at the individual level (correlations range from .26 to .35).27

More work has been done in the area of construct validity, determining whether measures

of critical thinking vary with similar measures. The Test Validity Study is probably the most

comprehensive validity study to date of the three instruments.28 Using data from over 1,100 stu-

dents at 13 schools, all three instruments were administered, allowing comparisons at both the

student and institutional levels. Student-level correlations between the measures are somewhat

problematic, because the CLA is not designed to be a reliable measure at that level; students are

not tested on multiple items as with the CAAP and PP. The school-level correlations are more

comparable, and reveal something quite interesting: Schools with students that do well on one

measure also do well on the other measures (see Table 1). At the student level both the CAAP

and MAP are highly correlated. Together, these correlations suggest that the three measures are

measuring the same construct.29

Table 1: Correlations between the CAAP, CLA and MAPP

Student-level School-level
CLA MAPP CLA MAPP

CAAP .47 .75 .79 .93
CLA - .53 - .83

Another component of construct validity is growth.30 For any measure of student learn-

ing to be considered valid, substantial first-year to senior differences should occur. Longitudinal
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studies of the CLA Performance Task report effect sizes for growth that range from .18 to .40.31

The .18 estimate is the increase after two years, while the .40 estimate is the increase after four

years of college. Growth rates for the CAAP from the most recent Wabash longitudinal study are

similar: .11 after the first year and .44 after four years.32 Similar longitudinal measures are not

available for the PP.

Other studies have compared first-year students and seniors at the same point in time, the

idea being that seniors should score higher than first-years because of growth in college. It should

be emphasized that these are not true growth estimates; instead, it is assumed that seniors’ levels

of critical thinking when they entered college are equal to the level of current first-year students.

The Test Validity Study found effect sizes for the two groups of students to be .23 for the CLA

Performance Task, .31 for the CAAP, and .46 for the MAPP (these are corrected for the differ-

ence in SAT scores between first-years and seniors).33 Another CLA study found a much larger

effect size of around 5.0 for the Performance Task.34 Additional research on the MAPP demon-

strates a very large increase of 1.4 standard deviations from first-years to seniors.35 However, this

effect size is somewhat exaggerated, as the first-year sample includes students who would drop

out of school and not appear in the senior sample in a true longitudinal design. The difference in

SAT scores was .57 SD, suggesting that much of this very large effect was due to attrition, and

that the adjusted effect size would be more in line with estimates from other studies.

Whether these should be considered substantial is open to debate; the question is deter-

mining how much of an increase in critical thinking colleges can actually achieve. One possibil-

ity is to look at the K-12 literature on the effect of educational interventions on student achieve-

ment. A meta-analysis of average effect sizes estimated by other meta-analyses found mean ef-

fect sizes in the .20 to .30 range. Notably, effect sizes from randomized studies drop dramatically

as the outcome measure moves from specialized topics (.44) to narrow standardized tests (.23)

to broad standardized tests (.07).36 These results suggest that changing student performance on

broad measures such as critical thinking is difficult, and that the four-year changes in these instru-

ments are comparable to many effects found in the K-12 literature. In other words, these instru-
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ments are measuring substantively significant first-year to senior year growth.

These large changes over time are even more impressive when we consider student moti-

vation. A large literature shows that student motivation has an impact on low-stakes test perfor-

mance, such as the critical thinking instruments reviewed here (the term “low-stakes” refers to

the stakes for the students; there are few, if any, penalties for poor performance that matter to the

student, unlike state high school graduation exams and the SAT).37 Using a value-added approach

with measures of critical thinking at entry and exit, student motivation will not matter if the level

of motivation for a student remains constant between the two testing periods. My personal ex-

perience with survey response rates is that seniors tend to be more jaded than first-year students,

suggesting that their motivation during low-stakes exams is lower, which in turn implies that their

critical thinking scores are lower than they would be if their motivation was similar to first-year

students. If generally true, this suggests the growth estimates cited above are underestimates of

how much students learn in college.

3.4 Summary

While both theory and research indicate that student self-reports are not useful correlates

of student learning, a growing body of evidence demonstrates that the CAAP, CLA and PP are

valid measures of student learning. They have high content validity (although the content validity

of the PP is debatable), they are correlated with SAT scores and GPA as expected, and they are

highly correlated with one another at the school level, implying that they are all measuring the

same construct. Most important, all three show substantial growth from the beginning to end of

college.

4 Are participants representative of their institution?

One issue that plagues all approaches to measuring student quality is the representative-

ness of the assessment participants. Schools often use a sampling approach; a random sample of
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students is drawn, and members of the sample are asked to participate in the assessment. Some-

times schools use a census approach; all students are sent a request to participate. From a quality

perspective, the issue here is not necessarily the sampling strategy, but student response to these

invitations: Response rates are never 100 percent, and are usually quite low.38

Many scholars and practitioners believe low response rates pose a major problem for as-

sessments, because response rates are viewed as a proxy for bias. To illustrate this line of thought,

suppose the participation rate for an assessment like the CLA was high, say 70 percent. Most

people would say that the data are probably representative of the student body. Suppose, however,

that the participation rate was low, say 20 percent; the reasoning then is that the participants are

likely to be unrepresentative of the school, and thus the resulting estimates will be biased. That

is, any numbers that we would calculate, such as the percentage of students scoring proficient on

an assessment, would be very different from what we might obtain if we had scores for the entire

student body.

Research analyzing the relationship between response rates and bias has reached a sur-

prising conclusion: There is no relationship.39 In other words, bias can be quite severe with sur-

veys with high response rates, and minimal with surveys with low response rates. What drives

bias is not the response rate per se, but whether the factors that affect response are related to the

survey questions.40 Suppose a student survey on dining satisfaction yields a response rate of only

10 percent. If nonresponse is driven by factors unrelated to dining, such as students being too

busy to respond, overall survey fatigue, etc., then there may be no bias whatsoever, and the sur-

vey results will perfectly mirror the opinions of the student body. On the other hand, if students

dissatisfied with the cost and quality of food on campus react negatively to the invitation to par-

ticipate, not wanting to help the campus office that they feel takes their money and provides little

value in return, then the results would be highly skewed. Thus, any discussion of assessment par-

ticipation and its effect on making quality judgments must go beyond simple response rates and

focus on what drives student participation.

With this in mind, what does research on participation in the NSSE, CLA and other learn-
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ing assessments tell us? First, we know that response rates vary widely across institutions. The

National Survey of Student Engagement provides a useful example, because the survey instru-

ment, sampling design, survey timing and method of administration are constant across institu-

tions. Thus, almost all aspects of the survey process are constant, except for the makeup and cul-

ture of the student bodies.41 Response rates among participating institutions in a given year have

an extraordinary range, from as low as 14 percent to as high as 70 percent.42

Response rates for other assessments are not widely available. A web search found sev-

eral institutional reports describing CLA administration on individual campuses; while not repre-

sentative, the response rates are illustrative (see Table 2).

Table 2: CLA Response Rates

Institution Years First-years Seniors Class-based?
California State University, Pomona 2005-2006 6% 2% No
Eastern Connecticut State University 2009-2010 75% 71% Yes
Grand Valley State University 2005-2009 48% 29% No
University of Missouri - St. Louis 2010-2011 23% 20% No
University of North Carolina at Pembroke 2010-2011 11% 8% No

As can be seen, the response rates for the CLA tend to be low, which is not surprising

given the large amount of time necessary to complete the assessment. Response rates are much

higher for class-based administration, in which instructors are approached and asked if they would

devote class time to administering the CLA. With this approach, students are generally a captive

audience, yielding a much higher response rate. The difference between the two approaches is

best illustrated by the experience of Central Connecticut State University. Because it uses a class-

based approach for first-years, 55 to 95 percent of students completed the CLA (response rates

estimated at the class-section level). For seniors, the school took the standard approach of using

several e-mail invitations, with no incentives offered. No seniors responded to the e-mail invita-

tions.43

In part, the variation in response rates across schools is driven by institutional character-

istics. Research indicates that response rates to college student surveys are highest for schools
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that are smaller in size, are selective (high SAT scores and without a transfer mission), have large

numbers of computers relative to the number of students, and are rural or located in the Mid-

west.44 Individual-level research shows that survey participants tend to be female and white, have

high grade-point averages, take more years of math and foreign languages in high school, and re-

ceive no financial aid. In addition to these common observables, respondents also tend to be more

engaged socially during high school (belong to student groups, discuss politics, etc.), and to be

more oriented toward scientific inquiry and less oriented toward status and financial success in

life.45 Many of these characteristics are likely to be correlated with student learning.

Differences between assessment participants and the overall student body are exacerbated

by the sampling strategies promoted by the CLA. While their documents stress the need for a

representative sample, they allow institutions to depart from random sampling and to use course

sections for administering the assessment. This creates two problems. First, it is unlikely that the

number of course sections used will be large enough to result in a sample representative of the

population. Second, class-based administration guarantees that students who skip class will not

be assessed; in other words, the primary driver of nonresponse will be attitudes toward academic

achievement and learning, which are undoubtedly related to how much a student learns in col-

lege. While the CAAP and PP do not specifically mention course-based administration, this is

likely taking place at some institutions, because of a lack of control over how schools create their

samples and administer the instrument. This approach is quite different from that used by the

NSSE, which provides institutions with detailed definitions of first-years and seniors and requires

institutions to submit a population data file. NSSE staff then draw random samples for each insti-

tution, ensuring that a consistent sampling strategy is used across them all.

The exam-based instruments’ lack of control over institutional sampling strategies cre-

ates another problem besides nonresponse bias. Institutions under strong accountability pressures

may purposely choose student samples to maximize performance on the value-added approaches

used by the exam-based instruments. This is not a minor concern. There have been several well-

publicized incidents of schools submitting false data to U.S. News & World Report’s college rank-

16



ings, in an effort to improve institutional performance. One need only look at the numerous stan-

dardized testing cheating scandals in elementary and secondary education to realize that such

institutional behavior is all too possible. This possibility has been dismissed by some CLA schol-

ars, claiming: “Some critics have argued that schools may try to stack the deck, for example, by

choosing their best students to take the CLA tests.... [This would not] work. To stack the deck, a

school would have to find freshmen who under-perform on the CLA (relative to their SAT scores)

and seniors who over-perform-a tall order at best.”46

Such a stacking of the deck is not as difficult as it might appear. A school could admin-

ister a critical thinking test in fields where students are known to show large growth in learning,

enhancing their performance. Or they could administer the test for first-years in classes, ensuring

a captive audience with low motivation. For seniors, they could offer large cash inducements in

an e-mail invitation to the entire senior class, ensuring a group of seniors with high motivation

to excel on the test (research indicates that 5 percent of the variance in student CLA scores is ac-

counted for by motivation47). Controlling for SAT in value-added models would not account for

this kind of institutional behavior. An examination of the various ways that teachers and princi-

pals have altered school performance on standardized tests would suggest we should not underes-

timate human ingenuity and ambition in outcomes assessment.

In sum, participation rates in surveys and exam-based assessments vary widely across in-

stitutions, and individual participation is related to a variety of school and student characteristics,

many of which are likely correlated with how much a student learns in college. When the factors

that drive participation are correlated with student responses on surveys and exam-based mea-

sures of learning, any estimates based on those data will be biased.

5 Are relevant institutional differences taken into account?

Even if we had an ideal measure of student learning that was representative of the student

bodies of many institutions, the question remains whether we can meaningfully compare insti-
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tutions. Harvard students will score higher than Iowa State students on a critical thinking test,

because Harvard students are some of the best in the nation and began their Harvard career with

excellent critical thinking and problemsolving skills. We must find some way of taking into ac-

count the different starting points of student bodies. Otherwise, more selective institutions would

routinely be ranked as the highest quality simply because of the selectivity of their admissions

process.

Recent research by Ernie Pascarella demonstrates the danger of not taking institutional

differences into account. Using data from the Wabash national study, he and a coauthor estimate

that half of the variance in the NSSE national benchmarks is explained by student and institu-

tional characteristics.48 Because school performance is judged by comparing individual institu-

tions to the benchmark (i.e., the mean of all schools in the sample), this means that many schools

are judged as above or below the benchmarks, not only because of what the institution is doing

(fostering or inhibiting student engagement) but also because of the characteristics of the schools

and their student bodies (e.g., wealth, selectivity, size, etc.). This issue has long been a concern

with postsecondary researchers.49 The danger in comparing schools with a single measurement

of student learning can be seen in Panel a of Figure 1. The black circles show where Schools A

and B score on a test of critical thinking; note that this school-level score is based on whoever is

asked and then agrees to take the exam. The open circles show where each school would score if

we were omniscient and knew the level of critical thinking for each member of the student body,

and could then calculate the mean level for each school. The differences between the measured

and actual levels of critical thinking are due to nonresponse bias: Because of their academic, de-

mographic and attitudinal backgrounds, School A’s participants are better critical thinkers than

School B’s, even if the student bodies as a whole are comparable. Some of this may also be due

to institutional differences; School A may have offered students several hundred dollars to partic-

ipate, while School B did not.

One possible solution to this problem is the estimation of a regression model with a va-

riety of control variables at the student and school level. The idea here is that the predicted level
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Figure 1: Measuring learning across institutions
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of critical thinking (estimated from the model coefficients) takes into account the differences be-

tween institutions. Such an approach rests on a very strong assumption: namely, that all relevant

covariates have been included in the model such that the residual captures only differences be-

tween institutions related to how institutions teach critical thinking. I am skeptical that currently

available higher education datasets have the required covariates to make this assumption plausi-

ble. For example, a large body of research demonstrates that personality attributes such as consci-

entiousness and motivation are correlated with academic achievement, and it is difficult to believe

that student bodies at institutions across the country do not vary in terms of these variables.

Another argument against this approach is the causal inference revolution currently occur-

ring in the social sciences and education. It is partly based on the recognition that this assumption

is usually untenable; studies comparing experimental estimates to regression-based estimates of

interventions have found large differences, presumably due to violation of this assumption.

Methods that measure student learning at both entry and exit offer a more plausible path

to comparing institutions. Several types of value-added models using more than a single cross-

section have been proposed to address differences between institutions; they differ in the data and

covariates used to estimate value added. The simplest approach is to administer a critical think-

ing exam to first-years and seniors during the same time period and then calculate the difference

between the two group means. For example, a critical thinking exam administered in spring 2011

would use first-year students who entered an institution in fall 2010, as well as students who were

classified as seniors in spring 2011 (meaning that they began college several years earlier).

The drawback to the concurrent data approach is that the two groups are not compara-

ble. Seniors consist of students who have succeeded in college, at least to the extent that they

were not suspended because of low academic performance, nor have they dropped out because

of emotional or financial reasons. Any comparison of the two groups will overstate gains in criti-

cal thinking, because the seniors will consist of students most likely to score high on any critical

thinking measure. Research using critical thinking tests and concurrent samples of first-years and

seniors consistently finds that a) seniors score higher and b) seniors have higher SAT scores than
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first-years. I note that because of attrition, seniors undoubtedly differ from first-years on many

other variables besides SAT scores, particularly unobservables such as ambition, conscientious-

ness and academic motivation.

A second approach, which I term concurrent value-added, uses concurrent data and institution-

level means for SAT scores and critical thinking tests; this approach is currently used by the Vol-

untary System of Accountability as well as the CAAP, CLA and PP. Two regression models are

estimated, one for first-years and one for seniors, predicting CLA scores using only SAT scores

as a covariate.50 The difference between the residuals from each model is used to estimate an

institution’s value added. In essence, this approach tries to overcome the objection raised previ-

ously: that seniors are different from first-years, and that we can’t simply compare their mean

scores.

One way to think about these residuals is that they estimate how different an institution’s

mean CLA score is from the mean CLA score of other institutions with the exact same SAT score.

So we can determine, for example, how far above (or below) first-years at a school are compared

with first-years at a similar institution. We can make the same determination for seniors. Next,

we can compare how much the institution’s first-years and seniors differ on these differences. If

seniors show a larger difference than first-years, then this must be due to a larger growth in criti-

cal thinking skills among students at that institution.

This approach suffers from the same problem that the cross-sectional residual models de-

scribed above suffer from. It assumes that the only relevant difference between first-years and

seniors that needs to be modeled is standardized test scores. Yet standardized test scores are only

one variable that differs between first-years and seniors. If other factors, such as personality and

motivation, differ between first-years and seniors, and if they operate in such a way that their ef-

fect may differ across institutions (which is likely), then this approach will yield biased estimates

of institutional value added.

Another way to think about this is to ask the following question: Why should we control

only for standardized test scores? Are there not other variables that could be determining both
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attrition during college and how well a student scores on a test of critical thinking? When viewed

from this perspective, it becomes clear that these models are seriously underspecified, and that

institutional results should be viewed with some skepticism.51

There is also a theoretical drawback to comparing concurrent groups of first-years and se-

niors. With this approach, critical thinking scores for seniors reflect events for the past four to six

years, while for first-years they reflect events from the current year. Suppose that an institution

did not place much emphasis on critical thinking skills until the current year, resulting in a big in-

crease in first-year scores from what they would have been under the prior regime. This increase

might be equivalent to the critical thinking gains that seniors have accrued during the past four to

six years. Any analysis comparing scores for the two concurrent groups would then reveal that no

learning is taking place at that institution! Proponents favor this approach over a true longitudinal

design because of worries that institutions do not wish to wait four years for results. Yet many in-

stitutions use surveys of graduating seniors for internal accountability purposes, asking seniors to

rate their college experience for the previous four to six years in many different areas. How this is

any different from analyzing the results of a true longitudinal design is never explained.

The third approach, which I term longitudinal value added, also measures critical think-

ing for first-years and seniors but measures the same student at entry and exit. The advantages of

this approach can be seen in Panel b of Figure 1. The two lines represent two students who differ

in critical thinking at entry because of hundreds, perhaps even thousands, of variables. If these

variables, and their effects, are stable during college, then by comparing their scores at exit to

those at entry, we are in effect controlling for these unmeasured variables. So while the students

differ in background characteristics, they show the exact same growth in critical thinking. This

demonstrates the main advantage of a true longitudinal design: We can worry less about differ-

ences in student background across institutions, because each student in effect serves as her own

control.

We can also think of the two lines in Panel b as showing the mean scores of a single insti-

tution with assessment participants (solid circles and line) who are quite different from the main
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student body (open circles and dotted line) because of nonresponse bias. As long as the factors

driving nonresponse are similar at entry and exit, true longitudinal designs will also help take into

account nonresponse bias across institutions when estimating learning gains: The gains are the

same for both groups.

Longitudinal designs do rely on the assumption that growth in learning is the same for as-

sessment participants and nonparticipants. Panel c illustrates learning gains at a single institution,

with the dashed line representing the entire student body and the solid line assessment partici-

pants. If students recruited to participate in a longitudinal study at entry differ from the student

body in how much they can gain, then learning growth estimates for a school will be biased. For

example, suppose that participants are overwhelmingly female, white, not on financial aid, high-

GPA students, oriented toward scientific inquiry, whereas the general student body is on average

much lower on these characteristics, as the survey methods literature suggests would happen. As

long as we expect learning growth rates for females, whites, high academic ability, high socioe-

conomic status and investigative students to be the same as for males, nonwhites, low academic

ability, low socioeconomic status students oriented toward business, then nonresponse should not

pose a problem. But the assumption that the learning growth rates are similar for these students

is implausible; Arum and Roksa find CLA growth rates to vary by parental education, race and

financial aid.

There have been some limited efforts to measure learning over time.52 The main objec-

tion, besides timing, is expense. If an institution has a 70 percent graduation rate and needs com-

plete longitudinal data at exit for 100 students, then it would need to test 143 students at entry.

While cost is certainly a factor in assessment decisions, the accuracy of any assessment must also

play a role. Given the much stronger methodological basis of longitudinal designs, and the mis-

taken concerns about timing, this approach is worth the added costs.

Finally, any approach using value-added scores must take into account that these esti-

mates contain uncertainty.53 The concurrent value-added approach simply estimates the differ-

ence between expected growth for first-years and expected growth for seniors, and then ranks
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schools by how large this difference is. But these are estimates based on samples, and so there

is some uncertainty as to what the exact amount of the difference is. Typically this uncertainty is

estimated with a confidence interval, most commonly seen in public opinion polls. Support for

a specific policy may be reported at 60 percent, plus or minus 4 percent. Although news reports

tend to focus on the point estimate, all we can really say in this situation is that support for that

policy among the population lies between 56 percent and 64 percent.54

Taking into account this uncertainty is important for two reasons. First, results from the

exam-based instruments are often expressed as a number representing the amount of value added.

If the number is greater than zero, then the school is seen as adding value: that is, its students

have increased their critical thinking skills compared with what growth should have been, tak-

ing into account standardized test scores.55 But this estimated difference could have easily arisen

because of random chance, meaning that the school actually does not add value (in statistical par-

lance, the school’s confidence interval brackets zero). The same issue arises when schools are

compared against a benchmark estimated from a national sample (like the NSSE) or a set of per-

formance standards.56 Second, any ranking of schools based on these assessments is based on the

premise that a small increase in value added means one school should be ranked above another

school, even if their confidence intervals overlap, indicating that their estimated value-added

scores are statistically indistinguishable.

A recent HLM analysis of CLA data estimated value-added scores and confidence inter-

vals for individual schools. About two-thirds of the confidence intervals bracketed zero, which

in this case meant that schools were performing as expected. Yet the point estimates of most of

these schools were quite a bit above or below zero.

In sum, for any measure of student learning to be comparable across institutions, insti-

tutional differences must be taken into account. Simple cross-sectional models cannot accom-

plish this, and the concurrent value-added approach of comparing first-years and seniors at the

same point in time is also problematic. Most promising are true longitudinal designs, in which

the same student’s critical thinking is measured at both entry and exit. Any school-level estimates
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of learning growth must take into account uncertainty created by sampling and estimation pro-

cedures, such that schools are judged based on confidence intervals rather than misleading point

estimates.

6 Recommendations

6.1 For institutional policymakers

Recommendation 1: Discontinue use of the NSSE and other college student surveys to as-

sess learning

Given the lack of theoretical and empirical evidence that the NSSE and other surveys are

measuring behaviors related to learning or student learning gains, it makes little sense to con-

tinue the use of these surveys for institutional assessments of learning. Even if a valid measure

of student engagement could be created, it is not clear how to take into account the differences

among student bodies across institutions. It is not possible to measure student engagement at en-

try, as students must be actively participating in college in order to measure their engagement.

The cross-sectional approach of the NSSE makes it difficult to disentangle the effects of student

inputs from actual student learning on their institutional benchmarks. Engagement proponents

have not addressed this issue, and it seems as if the only possibility would be a cross-sectional

type of value-added model. These models rely on assumptions that can rarely be met in practice,

which is one reason the K-12 sector has abandoned cross-sectional value-added models in favor

of models that use two or more observations of student achievement over time.

The lack of validity evidence for these surveys raises the question of why they are so pop-

ular with institutions. The answer is that they are relatively cheap to administer on a per-student

basis. This leads to a corollary to Recommendation 1: Institutions should spend far more money

on assessing student learning, and governance agencies should push them to do so. It is surpris-

ing that institutions with multimillion-dollar budgets can seem to scrape together only a few thou-

sand dollars to spend on assessing what should be the central activity of every college: student
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learning. Given the costs of the exam-based assessments of critical thinking, and the necessity

of large cash payments to motivate students to participate, institutions must be willing to expend

much more resources in this critical area. Spending a few dollars per student to measure the chief

outcome of college, critical thinking, makes little sense in the current age of accountability.

Recommendation 2: Use exam-based instruments to assess learning

The validity evidence for all three exam-based instruments is remarkably similar; they

are correlated with SAT and GPA as expected, are highly correlated with one another, and exhibit

large growth from the beginning to end of college. Of these, the CAAP is probably the most use-

ful, for the following reasons.

First, the Test Validity Study demonstrates that school-level correlations between the

CAAP, CLA and PP are high, suggesting that these instruments are measuring the same con-

struct. These high correlations then raise the question of why the CLA approach is necessarily

better. The CLA originally attracted attention because its tasks somehow seemed more authentic

than the multiple-choice testing approach of the CAAP and PP. Reliance on face validity is prob-

lematic, as social scientists well know, because at its essence it relies more on gut feelings than

any quantifiable set of measures. If we accept the face validity of the CLA because of its unique

use of multiple, related artifacts, the high correlations demonstrated by the Test Validity Study

indicate that such lengthy tasks involving multiple artifacts may be unnecessary, and the same

results can be achieved with multiple-choice tests of critical thinking.

Second, the CAAP measures only one construct, while the CLA measures both critical

thinking and writing ability. Whether this really matters depends largely on how the results are

used within an institution. If institutions want to use results to guide programmatic change, it

may be difficult to determine exactly what needs to be changed given a poor performance on the

CLA. On the other hand, if governance bodies are simply seeking an overall performance mea-

sure for institutions, then the combination of the two constructs may not be a drawback, given

that everyone would agree students should leave college as better writers as well as better critical

thinkers. Given the limited nature of the PP, its content validity is questionable. Faculty at an in-
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stitution reviewing the instrument would likely conclude that it does a poor job measuring critical

thinking, especially when compared with the readings used by the CAAP and CLA.

Third, the CAAP is more reliable than the CLA at the student level and has similar reli-

abilities at the school levels. Proponents of the CLA argue that this is to be expected, given that

the CLA measures students with only one item, rather than multiple items. While true, given a

choice between two instruments, most researchers would choose the instrument that is reliable at

both the student and school levels.

Fourth, multiple-choice exams take less time and are less of a burden for students, which

makes recruitment easier. This in turn should increase participation rates, which might make par-

ticipant samples more representative. The CLA Performance Task requires 90 minutes, while the

critical thinking portion of the CAAP requires less than half that time, 40 minutes.

Fifth, the CAAP is less expensive for schools, an important consideration given the cur-

rent budgetary situation and historically low amount of resources dedicated to assessment by in-

stitutions. The CLA currently charges $6,600 to administer its instrument twice, to two samples

of 100 students. The cost for a similar administration of the CAAP would be $2,800, less than

half the cost of the CLA. Given the need for large samples of students to obtain more precise es-

timates of institutional performance (i.e., narrower confidence intervals), and the few resources

generally available for assessment within institutions, the lower cost of the CAAP is an important

consideration when evaluating instruments.

Sixth, multiple-choice testing allows for the measurement of motivation in terms of time

spent on test items. We cannot forget that these instruments are low-stakes exams, and that there

is no conclusive evidence that test motivation remains the same at college entry and exit. Com-

puter administration of a critical thinking test allows for response-time motivation filtering and

the use of non-attitudinal motivation tests such as speed coding, offering ways to measure and

take into account differing levels of test motivation across time and schools.57

Recommendation 3: Adopt true longitudinal designs to measure student learning

In order to make reasonably accurate quality judgments about institutions, we must at
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a minimum take into account the heterogeneity of student bodies, as well as differential nonre-

sponse bias among institutions. While we might try to correct for these differences using regres-

sion models with nonresponse weights, such an approach can correct only for observable student

differences. However, student bodies and assessment participants vary in many ways, such as per-

sonality and motivation, that will also affect how much they learn during college. Rather than at-

tempt to measure all of these variables, a simpler approach would be to measure critical thinking

for the same set of students at entry and exit, and then use the difference over time as a measure

of student learning. Such difference-in-difference estimators control for myriad student unobserv-

ables that vary across institutions.

This approach would yield more buy-in from faculty and other stakeholders, because the

longitudinal design is easily explained and fits with many people’s intuitive beliefs about learn-

ing. Schools ranked low in quality by a complex multivariate model with survey weights would

probably reject the results, arguing that a different set of independent variables and weights would

yield more accurate results. Instead of engaging schools with a discussion about teaching and

learning at their institutions, we would likely be drawn into a bitter debate over methods. Al-

though a true longitudinal design is costlier than a concurrent data approach, benefits from con-

trolling for unobservables and the transparency of the method far outweigh the additional mone-

tary costs.

One drawback to this approach is student attrition; some schools lose significant numbers

of students by their senior year. Surveys administered during the senior year, such as the NSSE

and HERI College Senior Survey, also suffer from this problem, so from a comparative perspec-

tive it does not appear that measuring students at entry and exit and taking the difference is any

worse than current approaches. More problematic is what this attrition means for comparative

purposes. One could imagine a school performing worse on a measure because it does a good job

retaining at-risk students, while a similar school that spends little effort on retaining at-risk stu-

dents would show better performance, because its at-risk students would not appear in its pool of

participants.
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Recommendation 4: Consider alternative ways to turn low-stakes exams into high-stakes

exams

Student motivation to excel while participating in these measures is undoubtedly low. The

instruments take 40–90 minutes to complete, and the CLA requires students to comprehend and

synthesize several different readings. Thus, it is an open question whether students are fully grap-

pling with the material, or doing just enough to get by. Possibilities here include substantial mon-

etary rewards based on performance, university honors based on performance, or even the use of

these measures as a graduation exit exam.

Finally, both survey and exam-based measures of learning suffer from nonresponse bias:

Only certain types of students are likely to participate in these assessments. This will become

more problematic in the future, as available evidence suggests that survey response rates continue

to fall as the availability of web survey software increases survey fatigue. Similar to the issue of

student performance on exam-based measures, the problem here is one of student motivation.

Many schools are already offering financial compensation for participation, so one possible so-

lution is to require participation as part of the academic experience. Some schools are already

doing so and listing required participation in their university catalogs. As with offering university

honors based on exam performance, this would require a sea change on many campuses, in terms

of how we think about student evaluation and assessment.

While we can debate many of the issues around current efforts to measure student learn-

ing, in the end we face the fundamental problem of motivation: How can we motivate a represen-

tative group of students to participate in these assessments, and then exert their maximum cogni-

tive effort while participating?

Recommendation 5: Institutions and system leaders should pressure assessment produc-

ers to standardize institutional sampling and student incentives, in order to provide more

comparable data across institutions

By taking the sampling process out of the hands of school administrators, the NSSE pre-

vents schools from targeting specific groups of students to boost institutional performance. Such
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behavior by institutions is a real concern; we should not underestimate the pressure that college

administrators face for better performance on institutional metrics.58 Inter-institutional bench-

marks and value-added models require comparable data, and such data are suspect when insti-

tutions can not only draw their own samples but even direct invitations to participate to specific

course sections of students. Given research indicating that motivation affects performance on the

CLA, and that students prefer some types of incentives over others, some consistent framework

of participation rewards must be established (I note that these issues are not limited to the CLA

but apply to other measures of critical thinking).

6.2 For research funders

Recommendation 6: Fund research in three areas: general validation research, the effects

of motivation on nonresponse and test performance, and the use of value-added models in

higher education

First, as can be seen in this review, there is still relatively little evidence that exam-based

measures of critical thinking are actually measuring critical thinking. Far more studies are needed

to assure policymakers and stakeholders that institutions should, in essence, stake everything on

these assessments. For example, almost no work has been done that demonstrates a causal link

between student experiences during their college career and their growth in critical thinking, be-

sides the estimation of simple correlations with GPA and research showing differences across

major fields. It is also not clear how well these tests perform for schools with students who be-

gin school with a very high (or low) level of critical thinking skills; in other words, can they be

considered valid for the full spectrum of students?

Second, we know that motivation and other student characteristics likely play a role in

both the decision to participate and the amount of cognitive effort exerted during assessments.

Yet we know almost nothing about how participants and nonparticipants differ on attitudinal

constructs, and how much of an effect these differences have on institutional estimates of criti-

cal thinking (one exception is the study by Swerdzewski and colleagues, which found substantial
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differences between test-takers and test-avoiders).59 We also know little about what types of in-

centives best motivate students.

Third, the value-added models proposed by the CLA and others are simplistic in nature

and lack strong statistical and empirical work supporting their use in evaluating postsecondary

institutions. This is in stark contrast to research on value added in the K-12 sector, which has es-

tablished a large body of work supporting the use of value added models to measure value added

by teachers and schools.60 Far more research is needed in this area before we can begin to use

these models to evaluate and rank postsecondary institutions in terms of their quality. The effect

of attrition on value-added measures, for example, has been relatively unexplored. It would also

be useful to explore ways in which the reliability of difference estimators could be increased, ei-

ther through combining several years of data or through alternative methodological approaches.61

Recommendation 7: Fund researchers who are working outside of organizations producing

assessments of learning

Almost all of the validity research on the self-reported behaviors, self-reported learning

gains and direct measures of student learning discussed in this review have been conducted by

researchers heavily involved with the organizations that are designing, marketing and adminis-

tering these instruments. These relationships pose a clear conflict of interest. Given the myriad

number of choices that must be made with any empirical analysis, these conflicts of interest could

be consciously or unconsciously affecting choices made by these researchers. Unlike the field of

medicine, which has openly struggled with issues surrounding research funded by drug compa-

nies and doctors recommending procedures using medical devices created by their own compa-

nies, the field of postsecondary research has largely ignored this topic.

Given the large sums of money at stake (e.g., the gross revenue from the 2011 adminis-

tration of the NSSE was approximately $3.5 million62), research by independent scholars is es-

sential if the validity evidence of these assessments is to gain credibility among institutions and

educational stakeholders.
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